Bargaining games

Felix Munoz-Garcia

EconS 503 - Microeconomic Theory Il
Washington State University



Bargaining Games

@ Bargaining is prevalent in many economic situations where
two or more parties negotiate how to divide a certain surplus.

@ These strategic settings can be described as a sequential-move
game where one player is the first mover in the game,
proposing a certain "split of the pie" among all players.

e The players who receive the offer must then choose whether to

accept the offer or reject it (considering that, in such case,
they might have the opportunity to make counteroffers).



Bargaining Games

@ Let's start with a simple bargaining game in which
counteroffers are not allowed.

e This is the so-called "Ultimatum Bargaining" game.

@ We will then examine more elaborate bargaining games, where
receives can make counteroffers.

o Afterwards, we will even allow the initial proposer to make a
counter-counteroffer, etc.

o Difficult? No!

o We will be using backward induction in all these examples to
find the SPNE.



Bargaining Games

o Reading materials:

Little in Tadelis.

Start with Watson: Chapters 18 and 19 (posted on Angel),
Then go to Osborne: Chapter 16 (also posted on Angel),
Finally you can finish with some applications to political
science: McArthy et al. (also on Angel)



Ultimatum bargaining game

@ Take-it-or-leave-it offer:

e The proposer makes an offer d to the responder, and if the
offer is accepted, the proposer keeps the remaining pie, 1 — d.

Proposer

The size of the pie can
be normalized to 1,
/d: offer ¢ petween 0 and 1.
size of pie

1

Responder

Accept Reject

Uproposer 1-d
( Uresponder ) - ( d



Bargaining Games

@ Applying backward induction in the ultimatum bargaining
game

Proposer

Division of the pie offered to the

/ responder (From 0% to 100%)

0
Smallest proper subgame

1

Responder

Accept Reject

Uproposer 1-d
( urcspondcr) - ( d )




Ultimatum bargaining game

@ Let us use backward induction:

o First, the responder accepts any offer such that
ug (Accept) > ugr(Reject) <= d >0

e Second, the proposer, anticiparing that any offer d > 0 is
accepted by the responder, he chooses the level of d that
maximizes his utility (his utility is the remaining pie, 1 — d).
That is,

max 1—d
d>0

e Taking FOCs with respect to d yields -1 (corner solution), so
the optimal division is d*=0



@ Therefore, the SPNE of the game prescribes that:

o The proposer makes an offer d* = 0; and
o The responder accepts any offer d > 0.

@ Note that we don’t say something as restrictive as:

e "The responder accepts the equilibrium offer of the proposer
d* =0,". Instead, we describe what he would do
(Accept/Reject) after receiving any offer d from the proposer.

e This is a common property when describing the SPNE of a
game in order to account for both in-equillibrium and
off-the-equillibrium behavior.



Two-period alternating offers bargaining game

Player 1




Two-period alternating offers bargaining game

Using backward induction:

During period t = 2,

Player 1 accepts any offer d?> coming from player 2 iff §;d> > 0,
ie., d>>0.

Player 2, knowing that player 1 accepts any offer d? satisfying
d? > 0, makes an offer maximizing his utility function

$g§52(1—d2):>d2:o

Analog to the Ultimatum Bargaining Game

which gives her a payoff of d, (1 —0) = ds.



During period t =1,
Player 2 rejects any offer d* from player 1 that is below what she
will get for herself during the next period, J, i.e., she rejects any
offer d* such that

6 > d*

Player 1 then offers to player 2 an offer d! such that maximizes his
own utility, and guarantees that player 2 accepts such offer (i.e.,
d' > 6,), that is,

max 1 — d' = d' =6,
d1>d,

which gives him a payoff of 1 — J5.



Two-period alternating offers bargaining game

Player 2 payoff
1-d*

1

[ 1 dr
L IL |
I 1" 1
These offers would be ~ d! 26, offers to player 1,
rejected by player 2 d?, that will be accepted

@ Among all offers to player 1 that will be accepted, d' > 55,
the offer d! = &, provides player 2 the highest expected
possible payoff.



@ Therefore, we can describe the SPNE of this game as follows:

o Player 1 offers d' = &, in period t=1, and accepts any offer
d? >0 in t=2; and

o Player 2 offers d? = 0 in period t=2, and accepts any offer
dl > 6, in t=1.



@ As a consequence, the SPNE payoffs are (1 — J2,62), and the
game ends at the first stage.

o Note also that, the more patient player 2 is (higher J3), the

more he gets and the less player 1 gets in the SPNE of the
game.

o (Figure on next slide)



Two-period alternating offers bargaining game

@ Equilibrium payoffs for player 1 and 2 in the two-period
alternating offers bargaining game

7 N

n=1-6 =6

1 &, discount factor
|—| for player 2
When player 2 is very patient,
he gets most of the pie.



@ Here we saw a very useful trick to solve longer alternating
offer bargaining games. (More about this in future homework
assignments).

o (Figures in the next slides:the "ladder method")



Two-period alternating offers bargaining game

@ A useful trick for alternating offers bargaining games:

Proposing Player Time Period

«—Remaining

—~
Py t=1 (1—52, 0o -1 )
I
~ =~
P, t=2 0,71)

@ Player 2 is indifferent between offering himself the entire pie
in period t = 2, or receiving in period t = 1 an offer from
player 1 equal to the discounted value of the entire pie.

e SPNE:

Offers d* = &, in period 1, and
1{Accepts any offer d2 > 0 in period 2.

P2{ Offers d?> = 0 in period 2, and
Accepts any offer d1 > 6, in period 1.



Four-period alternating offers bargaining game

@ Generalizing this trick to more periods:
Proposer Period
Remaining —

P, F=1 (51(1_52(1—51)) 1—-061(1—=02(1—-461)))

«—Remaining

Py t=2 (1—52(1—51),52(1—51))
Remaining — i
—~ =
P, t=3 ( 011 ,1—51)
T
~ =

@ Pretty fast when dealing with multiple periods!



Bargaining over infinite periods

e Watson, pp. 220-222

@ Remember the finite bargaining models we just covered?

@ In those models, we allowed players to bargain over a surplus
(or a pie) for a finite number of periods, T =2, 3,4, ...

@ What if we allow them to negotiate for as many periods as
they need?

@ (Of course they would not bargain forever, since they discount
the future.)



Bargaining over infinite periods

Player 1 makes offers to player 2, db, in periods 1,3,5, ...
Player 2 makes offers to player 1, di, in periods 2,4, 6, ...

Hence, at every odd period, player 2 compares the payoff he
gets by accepting the offer he receives from player 1, d», with
respect to...

o the payoff he can get tomorrow by making an offer of d; to
player 1, and keeping the rest of the pie for himself, 1 — dy

e In addition, this payoff is discounted, since it is received
tomorrow. Hence, d5(1 — dy).

Therefore, player 2 accepts the offer d» from player 1 if and
only if:
dr > 0r(1—dh)



Bargaining over infinite periods

@ And since player 1 wants to minimize the offer he makes to
player 2, d,, in order to keep the largest remaining pie for

himself, player 1 will offer the minimal division to player 2, db,
that guarantees acceptance

>

dry"="02(1—dh)

e Importantly, this is valid at every odd period t =1, 3,5, ...
(not only at period t = 1),



Bargaining over infinite periods

@ Similarly, at every even period t = 2,4,6, ..., player 1
compares the payoff he gets by accepting the offer he receives,
di, with respect to...

e the payoff he can get tomorrow by making an offer of d» to
player 2, and keeping the rest of the pie for himself, 1 — d»

e In addition, this payoff is discounted. since it is received
tomorrow. Hence, §1(1 — db).

@ Therefore, player 1 accepts the offer d; from player 2 if and
only if:
di > 61(1 — db)



Bargaining over infinite periods

@ And since player 2 wants to minimize the offer he makes to
player 1, di, in order to keep the largest remaining pie for
himself, player 2 will offer the minimal division to player 1, di,
that guarantees acceptance.

>

di1"="01(1—dh)

e Importantly, this is valid at every even period, t = 2,4,6, ...
(not only at period t = 2).



Bargaining over infinite periods

@ Therefore, the division from player 1 to player 2, d», and that
from player 2 to player 1, di, must satisfy

d2 = (52(1 — dl) and d1 = (51(1 — d2)

e Two equations with two unknowns!

@ Plugging one condition inside the other, we have

d = 65(1 = (01(1 = o))
—_——

z
d1
@ Rearranging,
0y — 0201 + 0201dr = dy
and rearranging a little bit more,

J2(1—61)

52(1—(51> = d2(1—525]_) — dz* = m



Bargaining over infinite periods

@ And similarly for the division that player 2 makes to player 1,

g 61(1—67)
1 1— 6169

@ Hence, in the first period, player 1 makes this offer d; to
player 2, who immediately accepts it, since dy = d2(1 — dy).
o (Hence, the game is over after the first stage.)
@ Therefore, equilibrium payoffs are:

_ 0(1—10y)

dy = T 5.3, for player 2



Bargaining over infinite periods

@ and the equilibrium payoffs for player 1 is:

) 62(1—61)
1-dy = 1-— 1= 0,0,
1 =10261 — 02 + 8201
N 1— 620,
1—-96,

1—9261



Bargaining over infinite periods

e Note that player 2's payoff, dj = %(_1(;;1), increases in his

own discount factor, d5:

>0
a (5;(1{;51)) o —
—0201 1—94; .
= > 1) 1
36, b2 =0 sneedre (0]

@ That is, as player 2 assigns more weight to his future payoff,
02 — 1 (intuitively, he becomes more patient), he gets a
larger payoff.

e That is, as he becomes more patient, he can reject player 1's
proposals, and wait until he is the player making proposals.



Bargaining over infinite periods

@ In contrast, player 2's payoff, dy = % decreases in the

discount factor of player 1 (his opponent), d;:

<0

0(35) 5o

—5201 2 (62 — :

= <

2, A—0s01)2 = 0 since &, € [0, 1]

@ That is, as player 1 assigns more weight to his future payoff,
01 — 1 (intuitively, he becomes more patient), player 2 must
offer him a larger share of the pie in order to induce him to
accept today.



Bargaining over infinite periods

o Interpretation: In bargaining games, patience works as a
measure of bargaining power:

e First, if you are more patient, you will not accept low offers
from your opponent today, since you can wait until the next
period (when you make the offers), and the payoff you get
tomorrow (your own offer) is not heavily discounted.

e Second, a more patient opponent is "more difficult to please"
with low offers (since he can simply wait until the next period),
and as a consequence, you must make him higher offers in
order to achieve acceptance.

@ Bottom line: the more patient you are (higher J;), and the less
patient your opponent is (lower J;), the larger the share of the
pie you keep, and the lower the share he/she keeps in the
SPNE of the game.



Bargaining over infinite periods

e What if all player are equally patient? (i.e., 61 = 2 = 9)?
e Then equilibrium payoffs become:
2

— 1-9
x % 1 gk
dy = 5 for player 2, and df = 1—d; = 5 for player 1
1-9 1-46
Payoffs
1
di= 11__(‘;2 (Player 1 payoff)
Y
di= ‘f: gz (Player 2 payoff)
S5
0 Ya 1 Common discount

factor §= 6;=¢;



Bargaining over infinite periods

Player 1 payoff (proposer in t=1)

Player 2 payoff (responder in = 1)

5

0 % 1

o Interpretation:

o When both players are totally impatient (6 = 0), the first
player to make an offer gets the entire pie, offering nothing to
the responder.

o When both players are completely patient (6 = 1), they split
the surplus evenly.

e As we move from impatient to patient players, the first player
to make an offer reduces his equilibrium payoff, and the
responder increases his.



Multilateral bargaining

@ What if we generalize the previous model to negotiations
between three players?

@ Note that now player 1's proposal contains three components
x = (x1, %2, x3)

where every x; represents the share assigned to player /, out of
a pie of size 1, Hence, the sum of the three shares must satisfy

x1+x+x3=1



Multilateral bargaining

@ Rules:
@ Every proposal is voted using unanimity rule.

o Example: player 1 offers xp to player 2 and x3 to player 3.
Then players 2 and 3 independently decide if they
accept/reject the proposal.

o If they both accept, players get x = (x1, x2, x3).

o If either player rejects, the offer from player 1 is rejected
(because we are using unanimity), and

o player 2 becomes the proposer in period 2, offering x; and x3
to player 3. Observing these offers, players 1 and 3 must
decide if they accept player 1's proposal.



Multilateral bargaining

@ Let's put ourselves in the shoes of any player i (you can think
about player 1, for instance).

@ Let xP°P denote the offer the proposer makes himself,

@ Let x"®* denote the offer the proposer makes to the player
who would be next to make proposals,and

@ Let x™° denote the offer the proposer makes to the player
who would be making proposals two periods from now.

@ We know that the total size of the pie is 1:

Xprop + Xnext + tho =1



Multilateral bargaining

@ The offer that the proposer makes must satisfy the following
two conditions:

@ First, the offer he makes to the player who would be next
making proposals, x"®t must be higher than the discounted
value of the offer that such a player would make himself during
the next period as the proposer, dxP™P.

X"t > 5xPrOP (and x"®* is minimized when x"®t = §xP"P)

@ Second, the offer he makes to the player who would be making
proposals two periods from now, x™°, must be higher than
the discounted value of the offer that such player would make
himself two periods from now as the proposer, 52 xProp

xtWe > §2xPrP (and x™° is minimized when x"&t = §2xP"P)



Multilateral bargaining

@ Using the fact that the total size of the pie is 1, and using
these two condition, x"&t = §xPP and x™° = §2xP°P we

obtain

Xprop _|_Xnext _|_th0 — Xprop + 5Xprop +52Xprop =1
N N —r

x next xtwo

@ We now have an equation with just one unknown, xP™P.
Solving for xP™°P yields
1
1+6+6°

wProp



Multilateral bargaining

@ Using this result, xP™P =

1+51+52, into the expressions of

XXt — §xPOP and x™0 = §2xP°P  we obtain the equillibrium
payoffs for the other two players

{X”eXt = $xProP = 5 H(SQ and

two — §2yprop — §2__ L
X = X =
0 5 1+6+62



Multilateral bargaining

@ How are these payoffs varying in the discount factor, 47

Payoffs

1

Payoff for proposer
PO =

% e

Payoff for next player
I

next =

wl=

S

s

T+5+ 62
i— Payoff for two
52

e T

s

0 % 1

@ Intuition (similar to the two-player

bargaining game):

o When players are relatively impatient, the player who gets to
make the first proposal fares better than do the others.

e When players are relatively patient, all players get relatively
similar equilibrium payoffs (approaching % when § — 1).



Multilateral bargaining

@ Interested in more about bargaining games?

e Muthoo, Bargaining Theory with Applications, Cambridge
University Press, 1999.

@ Interested in the application of bargaining games to political
science?

e Many political science departments are crazy to hire game
theorists!

e "Bargaining in Legislatures," (1989) American Political
Science Review, 83(1), pp. 1181-1206.

o Political Game Theory (textbook, mentioned in the syllabus).



